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บทคัดย่อ 
การศึกษานี้กล่าวถึงการทดลองของส านักงานวิทยทรัพยากร จุฬาฯ ในการออกแบบ MyGPT ส าหรับใช้สร้าง

ระเบียนบรรณานุกรมหนังสือภาษาไทย วัตถุประสงค์ของการศึกษา คือ 1) ประเมินระดับความถูกต้องของระเบียน
บรรณานุกรมหนังสือภาษาไทยที่สร้างโดย MyGPT 2) ศึกษารูปแบบความผิดพลาดที่สร้างโดย MyGPT ที่เกิดขึ้นซ ้า 3) ศึกษา
วิธีสร้างระเบียนบรรณานุกรมดว้ย MyGPT ที่เหมาะสมในการปฏิบัติงาน วิธีการด าเนินการ คือ สร้าง MyGPT ด้วยค าสั่งที่ระบุ
ขั้นตอนการท างาน โครงสร้างข้อมูลที่ถูกต้อง และเขตข้อมูลที่ต้องการให้ปรากฏในระเบียนบรรณานุกรม จากนั้นทดสอบ
ความสามารถในการสร้างระเบียนบรรณานุกรมของ MyGPT โดยใช้หนังสือภาษาไทย จ านวน 10 เล่ม เปรียบเทียบกับ
ระเบียนบรรณานุกรมที่บรรณารักษ์สร้าง ผลการศึกษาพบว่า MyGPT ที่สร้างขึ้นยังไม่สามารถจัดท าระเบียนบรรณานุกรม 
ที่น าไปใช้งานได้ทันทีโดยใช้รูปภาพส่วนน าและส่วนต่าง ๆ จากหนังสือ แต่เมื่อเปลี่ยนวิธีการเป็นการป้อนข้อมูลหนังสือเข้าสู่ 
MyGPT โดยตรงจะท าให้มีความถูกต้องมากขึ้น แสดงให้เห็นถึงศักยภาพของ MyGPT ที่พัฒนาต่อไปได้หากมีการท างาน
ร่วมกันระหว่างบรรณารักษ์และปัญญาประดิษฐ์ ด้านความถูกต้องของข้อมูลและโครงสร้างข้อมูล พบว่า เขตข้อมูลที่มีค่าคงที่ 
มีคะแนนด้านความถูกต้องและโครงสร้างสูงกว่าเขตข้อมูลที่มีความซับซ้อนในการลงรายการ และความผิดพลาดที่เกิดขึ้น  
มากที่สุด คือ ความไม่สอดคล้องกับตามมาตรฐาน MARC, RDA และการก าหนดเลขผู้แต่ง 
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Abstract 
The objectives of this study were to 1) Evaluate the level of accuracy of MyGPT-generated Thai 

bibliographic records. 2) Find the error patterns that occur repeatedly. 3) Examine the most appropriate 
method for creating bibliographic records using MyGPT. The method started with the creation of MyGPT 
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with instructions about workflow, well-formed data structures, and the fields required in the records. 
Then generated ten Thai bibliographic records using MyGPT and compared the results with the records 
created by a librarian. The study found that MyGPT is still unable to generate fully accurate and instantly 
usable bibliographic records from images of front matter and other book sections, but entering books’ 
data directly into MyGPT improved accuracy. The result showed the potential for enhancing MyGPT 
through the collaboration between librarians and artificial intelligence. For data accuracy and structure, 
constant fields received a higher score than those requiring complex recording methods. The most 
common mistakes were compliance with standards such as MARC, RDA, and cutter number assignments.  

Keywords  
Artificial Intelligence, Artificial Intelligence in Libraries Works, Cataloging 

บทน า (Introduction) 
 ปัจจุบันปัญญาประดิษฐ์ (Artificial Intelligence - AI) เป็นเครื่องมือที่เป็นที่รู้จักและถูกน ามาใช้ในงานด้านต่าง ๆ 
อย่างแพร่หลาย เช่น การช่วยสร้างเนื้อหาทั้งในรูปแบบตัวอักษร รูปภาพ ภาพเคลื่อนไหว และเสียง การตรวจและแก้ไข
ไวยากรณ์ภาษาอังกฤษ การวิเคราะห์ข้อมูล การสืบค้นข้อมูลเพื่อช่วยในการเขียนงานวิจัย และการช่วยเขียนโปรแกรม
คอมพิวเตอร์ (Chan & Colloton, 2024, p. 13) ปัญญาประดิษฐ์ที่ท าให้การใช้ปัญญาประดิษฐ์เริ่มเป็นที่รู้จักและนิยม 
อย่างแพร่หลาย คือ ChatGPT ซึ่งเปิดตัวในช่วงปี พ.ศ. 2565 (OpenAI, 2022) 
 ChatGPT เป็นปัญญาประดิษฐ์ที่พัฒนาโดยบริษัท OpenAI จัดเป็นปัญญาประดิษฐ์แบบรู้สร้าง (Generative AI) 
จุดเด่นของปัญญาประดิษฐ์รูปแบบนี้คือ สร้างเนื้อหาใหม่ ๆ ได้ ไม่ว่าจะเป็นเนื้อหาประเภท ข้อความ ภาพเคลื่อนไหว รูปภาพ 
หรือเนื้อหาในรูปแบบอ่ืน ๆ โดยข้อมูลที่น ามาใช้ในการสร้างเนื้อหาใหม่มาจากแบบจ าลองภาษาขนาดใหญ่ (Large Language 
Model - LLM) ที่ใช้เป็นข้อมูลในการสอนปัญญาประดิษฐ์ โดยปัญญาประดิษฐ์จะเรียนรู้รูปแบบ โครงสร้าง และลักษณะของ
ข้อมูลจากแบบจ าลองภาษาขนาดใหญ่เพื่อคาดเดาและสร้างเนื้อหาตามที่ผู้ใช้ต้องการ โดยการป้อนค าสั่งด้วยภาษาธรรมชาติ 
(Natural Language) ซึ่งมีลักษณะ คือ เป็นภาษาท่ีมนุษย์ใช้สื่อสารในชีวิตประจ าวัน (Chan & Colloton, 2024, p. 45) โดย
การป้อนค าสั่งแก่ปัญญาประดิษฐ์ในรูปแบบนี้เรียกว่า ข้อความพร้อมรับ (Prompt) 
 ในแวดวงห้องสมุดมีความสนใจในการน าปัญญาประดิษฐ์มาใช้ในงานห้องสมุดเช่นกัน จากงานวิจัยของ 
Mannheimer et al. (2024) พบว่า ลักษณะงานที่ห้องสมุดน าปัญญาประดิษฐ์มาใช้มากที่สุดสามอันดับแรก ได้แก่  
งานด้านการสกัดเมทาดาทา (Metadata Extraction) การประมวลผลภาษาธรรมชาติ (Natural Language Processing - 
NLP) และการจดจ ารูปภาพ (Image Recognition) โดยลักษณะข้อมูลที่น ามาใช้กับปัญญาประดิษฐ์มากที่สุดสามอันดับแรก 
คือ ข้อมูลตัวอักษรที่อยู่ในรูปแบบดิจิทัลตั้งแต่แรก (Text-Born Digital) รูปภาพท่ีผ่านกระบวนการแปลงเป็นดิจิทัล (Images-
Digitized) และข้อมูลตัวอักษรที่ผ่านกระบวนการแปลงเป็นดิจิทัล (Text-Digitized) โดยน ามาใช้เพื่อสร้างเมทาดาทา  
การสืบค้นทรัพยากรสารสนเทศของห้องสมุด จึงอาจกล่าวได้ว่า เป็นงานที่อยู่ในขอบข่ายของงานวิเคราะห์ทรัพยากร
สารสนเทศ  
 ส านักงานวิทยทรัพยากร จุฬาลงกรณ์มหาวิทยาลัย เป็นหอสมุดกลางของมหาวิทยาลัย มีหน้าที่เป็นหน่วยงาน  
ที่จัดเตรียมระบบห้องสมุดอัตโนมัติ การอบรมด้านการลงรายการทรัพยากรสารสนเทศให้กับผู้ปฏิบัติงานในห้องสมุดคณะ 
วิทยาลัย และสถาบันวิจัยต่าง ๆ ของจุฬาลงกรณ์มหาวิทยาลัย รวมถึงดูแลข้อมูลระเบียนบรรณานุกรมที่อยู่ในระบบห้องสมุด
อัตโนมัติ ปัญหาหนึ่งที่พบเกี่ยวกับงานวิเคราะห์ทรัพยากรสารสนเทศ คือ การขาดแคลนบุคลากรหรือก าลังคนที่ปฏิบัติงานด้านนี้ 
เช่น ห้องสมุดต่าง ๆ อาจมีบรรณารักษ์ประจ าอยู่เพียงอัตราเดียว และอาจไม่มีพื้นฐานด้านการวิเคราะห์ทรัพยากรสารสนเทศ 
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แต่ห้องสมุดยังคงต้องจัดหาทรัพยากรสารสนเทศเพื่อให้บริการในห้องสมุด ท าให้ยังต้องมีการน าข้อมูลทรัพยากรสารสนเทศ
เข้าสู่ฐานข้อมูลห้องสมุด จากปัญหาดังกล่าว ส านักงานวิทยทรัพยากร จึงได้ริเริ่มโครงการศึกษาความเป็นไปได้  
ในการน าปัญญาประดิษฐ์มาใช้ในงานวิเคราะห์ทรัพยากรสารสนเทศ โดยปัญญาประดิษฐ์ที่เลือกใช้ คือ ChatGPT ซึ่งมีฟังก์ชัน
การท างานที่เรียกว่า MyGPT ที่สามารถใช้สร้างตัวแบบ ChatGPT ที่มีความถนัดเฉพาะงานได้ อีกทั้งยังสามารถแบ่งปัน 
ตัวแบบที่สร้างให้ผู้อื่นใช้งานได้ด้วย (OpenAI, 2024b) จึงสอดคล้องกับปัญหาที่พบ และอาจเป็นหนึ่งในองค์ประกอบของ 
การแก้ไขปัญหาตามที่กล่าวมาข้างต้น  
 บทความนี้กล่าวถึงการทดลองการออกแบบ MyGPT เพื่อใช้ในงานวิเคราะห์ทรัพยากรสารสนเทศ โดยส านักงาน 
วิทยทรัพยากร จุฬาลงกรณ์มหาวิทยาลัย และสิ่งที่พบจากการทดสอบความสามารถของ MyGPT ที่สร้างขึ้น มีวัตถุประสงค์ 
คือ ศึกษาระเบียนบรรณานุกรมที่สร้างขึ้นโดย MyGPT ในด้านความถูกต้อง และความผิดพลาดที่พบบ่อย และศึกษาวิธี 
ที่เหมาะสมในการสร้างระเบียนบรรณานุกรมทรัพยากรสารสนเทศท่ีเป็นหนังสือภาษาไทยด้วย MyGPT 

วัตถุประสงค ์(Objective) 
 1.  ประเมินระดับความถูกต้องของระเบียนบรรณานุกรมหนังสือภาษาไทยที่สร้างโดย MyGPT ในด้านความถูกต้อง
ของข้อมูลระเบียนบรรณานุกรมและด้านความถูกต้องของโครงสร้างระเบียนบรรณานุกรม 
 2.  ศึกษารูปแบบความผิดพลาดของระเบียนบรรณานุกรมหนังสือภาษาไทยท่ีสร้างโดย MyGPT ที่เกิดขึ้นซ ้า 
 3.  ศึกษาวิธีที่เหมาะสมในการสร้างระเบียนบรรณานุกรมทรัพยากรสารสนเทศที่เป็นหนังสือภาษาไทยด้วย MyGPT 
ที่เหมาะสมกับสภาพแวดล้อมการปฏิบัติงานของผู้ปฏิบัติงานในห้องสมุด 

วิธีการด าเนินการ (Methodology) 
1.  ศึกษาวรรณกรรมที่เกีย่วข้อง 
2.  ร่างความต้องการและลักษณะการใช้งาน MyGPT โดยแนวคิดพื้นฐานของการออกแบบ คือ 1) มีความง่าย 

ในการใช้งาน ผู้ใช้งานไม่ต้องใช้ข้อความพร้อมรับที่ซับซ้อนหรือใช้น้อยที่สุด และ 2) ผู้ใช้งานไม่จ าเป็นต้องมีความรู้พื้นฐาน 
ด้านการวิเคราะห์ทรัพยากรสารสนเทศก็สามารถสร้างระเบียนบรรณานุกรมได้ 

จากแนวคิดพื้นฐานของการออกแบบ จึงเกิดเป็นแนวทางในการออกแบบ MyGPT สองลักษณะ คือ 1) น าเข้าข้อมูล
ที่เป็นรูปภาพส่วนประกอบที่มีข้อมูลส าคัญของหนังสือเข้าสู่ MyGPT เช่น ช่ือเรื่อง ช่ือผู้แต่ง สถานที่พิมพ์ ส านักพิมพ์ ปีพิมพ์ 
สารบัญ และเรื่องย่อหรือสาระสังเขปท่ีปรากฏที่หน้าปกของหนังสือ 
 3.  สร้าง MyGPT ตามร่างความต้องการ โดยข้อมูลที่ใช้ในการสอน MyGPT ให้สามารถสร้างระเบียนบรรณานุกรมได้ 
ประกอบด้วย 

3.1 ค าสั่งเกี่ยวกับขั้นตอนการท างานของ MyGPT และลักษณะของผลลัพธ์ที่ต้องการ โดยได้ระบุว่าระเบียน
บรรณานุกรมที่จัดท า ต้องมีเขตข้อมูล MARC ขั้นต ่า ดังนี ้
 - MARC Leader - ส่วนน าของชุดข้อมูลรูปแบบ MARC 
 - 008 - เขตข้อมูลระบุองค์ประกอบของข้อมูลแปรผันตามประเภททรัพยากรสารสนเทศ 
 - 020 - เลขมาตรฐานสากลประจ าหนังสือ (ISBN) (กรณีที่มีข้อมลูปรากฏในรูปภาพ) 
 - 040 - เขตข้อมูลระบหุน่วยงาน ภาษา และมาตรฐานที่ใช้ในการลงรายการ ก าหนดให้บันทึกเฉพาะ
มาตรฐานที่ใช้ในการลงรายการ ในเขตข้อมูลย่อย e ($erda) 
 - 336, 337, 338 - รูปแบบของเนื้อหา อุปกรณ์ที่ต้องใช้ในการเข้าถึงเนื้อหา และสื่อท่ีเก็บเนื้อหา 
 - 082 - เลขหมู่ระบบจุดทศนิยมดวิอ้ี (Dewey Decimal Classification - DDC) และเลขผู้แต่ง (Cutter 
Number) 
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 - 100 - ผู้แต่งหลัก (กรณีที่มีข้อมลูปรากฏในรูปภาพ) 
 - 245 - ช่ือเรื่องและข้อมูลระบบุุคคลหรือองค์กรที่มคีวามรับผิดชอบด้านเนื้อหา 
 - 264 - สถานท่ีพิมพ์ ส านักพิมพ์ และปีท่ีพิมพ์ 
 - 505 - สารบัญ (กรณีที่มีข้อมูลปรากฏในรูปภาพ) 
 - 520 - เรื่องย่อหรือบทคัดย่อ (กรณีที่มีข้อมลูปรากฏในรูปภาพ) 
 - 6XX - หัวเรื่องหอสมุดรัฐสภาอเมริกัน (Library of Congress Subject Headings - LCSH) 
 - 7XX - ผู้แต่งร่วม หน่วยงาน หรอืผู้รับผดิชอบเนื้อหาด้านอื่น ๆ นอกจากผู้แต่งหลัก 

สาเหตุที่ไม่รวมเขตข้อมูล 300 ซึ่งใช้บันทึกรายละเอียดด้านลักษณะทางกายภาพของทรัพยากรสารสนเทศลงใน 
เขตข้อมูลที่ต้องปรากฏในขั้นต ่า เพราะการน าเข้าข้อมูลโดยใช้รูปภาพไม่มีข้อมูลเลขหน้าท่ีปรากฏในหน้าสุดท้ายของหนังสือ 

ส่วนสาเหตุที่ระบุให้เขตข้อมูล 6XX ใช้เป็นหัวเรื่องหอสมุดรัฐสภาอเมริกัน เนื่องจากการเข้าถึงข้อมูลหัวเรื่อง
ภ าษ าไท ย ออน ไล น์ โด ย ค ณ ะท า งาน ก ลุ่ ม วิ เค ร าะห์ ท รั พ ย าก รส ารส น เท ศ  ห้ อ งส มุ ด ส ถาบั น อุ ด ม ศึ ก ษ า 
(https://webhost2.car.chula.ac.th/thaiccweb/) ต้องมีการลงช่ือเข้าใช้ ดังนั้น MyGPT จึงไม่สามารถใช้งานข้อมูล 
จากเว็บไซต์ดังกล่าวได้ จึงได้ระบุให้ MyGPT สืบค้นหัวเรื่องจากเว็บไซต์ข้อมูลเชื่อมโยงของหอสมดุรัฐสภาอเมริกัน (Library of 
Congress Linked Data Service - https://id.loc.gov/) ซึ่งเป็นเว็บไซต์ที่เข้าถึงได้โดยไม่มีค่าใช้จ่ายและไม่ต้องท าการ
ลงทะเบียนหรือลงช่ือเพื่อเข้าใช้ 

นอกจากนี้ยังได้ระบุในค าสั่งว่าหากไม่มีข้อมูลในส่วนใด ไม่ต้องบันทึกข้อมูลหรือแสดงเขตข้อมูลนั้น และ MyGPT 
ต้องท าตามค าสั่งที่ระบุไว้อย่างเคร่งครัด 

3.2 ค าสั่งระบุรายละเอียดรูปแบบระเบียนบรรณานุกรมที่ MyGPT ต้องจัดท า ตัวอย่างเช่น รูปแบบการบันทึก
ข้อมูลช่ือผู้แต่ง ช่ือผู้รับผิดชอบด้านต่าง ๆ และปีพิมพ์ โดยมีรายละเอียด เช่น หากช่ือผู้แต่งเป็นชาวไทย ให้บันทึกข้อมูล  
ในรูปแบบ [ช่ือ] [นามสกุล],$eผู้แต่ง หรือปีพิมพ์ หากภาษาหลักของหนังสือเป็นภาษาไทย ให้บันทึกปีพิมพ์ในเขตข้อมูล 264 
เขตข้อมูลย่อย c เป็นปี พ.ศ. เป็นต้น 

3.3 ค าสั่งระบุรายละเอียดโครงสร้างภายในเขตข้อมูล MARC ว่าในแต่ละเขตข้อมูลประกอบด้วยตัวบ่งช้ี 
(Indicators) เขตข้อมูลย่อย (Subfields) เครื่องหมายวรรคตอนต่าง ๆ และมีรูปแบบการบันทึกข้อมูลในแต่ละเขตข้อมูล
อย่างไร เช่น เขตข้อมูล 245 ของหนังสือที่มีผู้แต่งหลักปรากฏในเขตข้อมูล 100 ตัวบ่งช้ีแรกควรเป็น 1 และมีองค์ประกอบ 
ของเขตข้อมูล ดังนี้ 245 10$a[ช่ือเรื่อง] :$b[ช่ือเรื่องย่อยหรือส่วนของช่ือเรื่องอื่น ๆ] /$c[ผู้แต่ง หรือ ผู้รับผิดชอบอ่ืน ๆ] ทั้งนี้ 
สามารถดูข้อมูลค าสั่งชุดที่ใช้ในการสร้าง MyGPT ในบทความนี้ได้ที่ส่วน “ข้อมูลเพิ่มเติม” ซึ่งปรากฏอยู่ท้ายบทความ 
ก่อนถึงส่วนรายการอ้างอิง 

4.  ทดสอบความสามารถในการสร้างระเบียนบรรณานุกรมหนังสือภาษาไทย ดังนี้ 
4.1 สุ่มเลือกหนังสือท่ีมีเนื้อหาเป็นภาษาไทย จ านวน 10 ช่ือเรื่อง เพื่อน ามาทดลองใช้สร้างระเบียนบรรณานุกรม

ด้วย MyGPT ที่สร้างขึ้น การทดสอบจะเริ่มจากการใช้วิธีการสร้างระเบียนบรรณานุกรมจากรูปภาพส่วนประกอบส าคัญ  
ของหนังสือเป็นอันดับแรก โดยท าการแปลงส่วนประกอบต่อไปนี้ของหนังสือเป็นไฟล์รูปภาพแบบที่มีนามสกุลไฟล์เป็น . jpg 
ดังนี้ 1) หน้าปก  2) หน้าปกใน  3) หน้าลิขสิทธิ์  4) สารบัญ และ 5) ปกหลัง (เฉพาะกรณีที่ปกหลังมีข้อความสรุปเนื้อหา 
ของหนังสือเล่มนั้น ๆ) สาเหตุที่เลือกวิธีการนี้เป็นอันดับแรก เนื่องจากเป็นวิธีการที่ง่ายที่สุด ใช้เพียงอุปกรณ์ที่ใช้งาน  
ในชีวิตประจ าวัน เช่น โทรศัพท์มือถือท่ีมีกล้องก็สามารถท าได้ และผู้ใช้งานไม่จ าเป็นต้องใช้ข้อความพร้อมรับหรือมีปฏิสัมพันธ์
กับ MyGPT ก็สามารถสร้างระเบียนบรรณานุกรมได้ ทั้งนี้ ท าการทดสอบ 2 รูปแบบ คือ 1) สร้างระเบียนบรรณานุกรม 
ของหนังสือภาษาไทยทั้ง 10 ช่ือเรื่อง ภายในการสนทนาเดียว (การทดสอบแบบ A) และ 2) สร้างระเบียนบรรณานุกรม 
ของหนังสือภาษาไทยโดยเปิดการสนทนาใหม่ทุกครั้งในการสร้างระเบียนบรรณานุกรมของแต่ละชื่อเรื่อง (การทดสอบแบบ B) 
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เนื่องจาก จากประสบการณ์ของผู้เขียน พบว่า ผลลัพธ์ท่ีได้จาก MyGPT ที่ใช้เพียงหนึ่งการสนทนามีผลแตกต่างกับการเริ่มต้น
การสนทนาใหม่ทุกครั้งที่ใช้งาน โดยช่วงเวลาที่ด าเนินการทดสอบ คือ ระหว่างวันที่ 17-24 พฤศจิกายน 2567 และเวอร์ชัน 
ChatGPT ที่ใช้คือ ChatGPT Team ซึ่งใช้ตัวแบบ GPT-4o 

ทั้งนี้ หากพิจารณาแล้วพบว่า ระดับความถูกต้องของระเบียนบรรณานุกรมที่สร้างโดย MyGPT ในด้านความ
แม่นตรงและด้านความถูกต้องของโครงสร้างระเบียนบรรณานุกรม ซึ่งจะด าเนินการต่อในขั้นตอนที่ 5 ไม่เป็นที่น่าพึงพอใจ 
จะด าเนินการทดสอบโดยใช้รูปแบบที่สอง คือ การสร้างระเบียนบรรณานุกรมจากการป้อนข้อมูลหนังสือเข้าสู่ MyGPT 
โดยตรง โดยใช้โครงร่างส าหรับกรอกข้อมูลที่ MyGPT สร้างขึ้นเพื่อให้ผู้ใช้งานป้อนข้อมูลที่จ าเป็นในการสร้างระเบียน
บรรณานุกรม เช่น ช่ือเรื่อง ช่ือผู้แต่ง สถานที่พิมพ์ ปีพิมพ์ ส านักพิมพ์ จ านวนหน้าเรื่องย่อหรือสาระสังเขป เป็นต้น และ
เปรียบเทียบว่าได้ผลของการสรา้งระเบียนบรรณานุกรมที่ดีขึ้นหรือไม่ เพื่อใช้เป็นข้อมูลประกอบการคัดเลือกวิธีการที่เหมาะสม
กว่าในการสร้างระเบียนบรรณานุกรมด้วย MyGPT 

4.2 ตรวจสอบความถูกต้องของระเบียนบรรณานุกรมที่สร้างโดย MyGPT โดยเปรียบเทียบกับระเบียน 
ที่บรรณารักษ์วิเคราะห์ทรัพยากรสารสนเทศเป็นผู้สร้าง 

5. ประเมินระดับความถูกต้องของระเบียนบรรณานุกรมที่สร้างโดย MyGPT ในด้านความแม่นตรงและด้าน 
ความถูกต้องของโครงสร้างระเบียนบรรณานุกรม และหารูปแบบความผิดพลาดที่เกิดขึ้นซ ้า ๆ โดยเกณฑ์การให้คะแนน มีดังนี้ 

5.1 ความถูกต้อง แบ่งการลงรหัสเป็นสามระดับ คือ 
“2” หมายถึง ข้อมูลที่ MyGPT บันทึกมีความถูกต้องและตรงตามที่บรรณารักษ์บันทึกข้อมูล 
“1” หมายถึง ข้อมูลที่ MyGPT บันทึกมีความถูกต้องแต่ไม่ตรงกับท่ีบรรณารักษ์บันทึกข้อมูล 
“0” หมายถึง ข้อมูลที่ MyGPT บันทึกไม่ถูกต้อง เช่น สะกดค าผิด เป็นข้อมูลที่ไม่ปรากฏในตัวเล่มหรือเป็น

ข้อมูลที่ไม่มีอยู่จริง 
5.2 โครงสร้างข้อมูล แบ่งการลงรหัสเป็นสองระดับ คือ 

“1” หมายถึง ข้อมูลที่ MyGPT บันทึกมีการใช้ตัวบ่งช้ี เขตข้อมูลย่อย และเครื่องหมายวรรคตอนที่ใช้  
ในเขตข้อมูลถูกต้องตามรูปแบบ MARC และ RDA 

“0” หมายถึง ข้อมูลที่ MyGPT บันทึกมีการใช้ตัวบ่งช้ี เขตข้อมูลย่อย และเครื่องหมายวรรคตอนที่ใช้ใน 
เขตข้อมูลผิดพลาด หรือไม่เป็นไปตามรูปแบบ MARC และ RDA 

5.3 วิธีค านวณคะแนนด้านความถูกต้องและด้านโครงสร้างระเบียนบรรณานุกรม มีดังนี้ 
5.3.1 ด้านความถูกต้อง นับความถี่ของรหัสความถูกต้อง จากนั้นคูณด้วยค่ารหัสความถูกต้อง ตัวอย่างเช่น 

หากเขตข้อมูล 020 มีความถี่ของรหัสความถูกต้อง “2” จ านวน 9 ครั้ง และความถี่ของรหัสความถูกต้อง “1” จ านวน 1 ครั้ง 
สามารถค านวณคะแนนความถูกต้องโดยน าความถี่ของรหัสความถูกต้องคูณด้วยค่ารหัสความถูกต้อง ดังนั้น คะแนน  
ด้านความถูกต้องของเขตข้อมูล 020 จะค านวณได้โดย (9 x 2) + (1 x 1) = 19 คะแนน 

5.3.2 ด้านโครงสร้างระเบียนบรรณานุกรม นับความถี่ของรหัสระดับความถูกต้องของโครงสร้างระเบียน
บรรณานุกรม และใช้ความถี่ดังกล่าวเป็นคะแนนด้านความถูกต้องของโครงสร้างระเบียนบรรณานุกรม ตัวอย่างเช่น  
หากเขตข้อมูล 020 มีความถี่ของรหัสความถูกต้องของโครงสร้างระเบียนบรรณานุกรม “1” จ านวน 9 ครั้ง คะแนน 
ด้านโครงสร้างระเบียนบรรณานุกรม จะเท่ากับ 9 x 1 = 9 คะแนน 
 6. สรุปผลและสิ่งที่ค้นพบ 
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ผลการด าเนินการและอภิปรายผล (Result and Discussion) 
 เมื่อทดสอบและตรวจสอบความถูกต้องของระเบียนบรรณานุกรมโดยเปรียบเทียบกับระเบียนที่บรรณารักษ์วิเคราะห์
ทรัพยากรสารสนเทศเป็นผู้สร้าง ได้ผลตามรายละเอียดตามตารางที่ 1 ดังนี ้

คะแนนความถูกต้อง 
เมื่อพิจารณาคะแนนความถูกต้องตามตารางที่ 1 อาจสรุปได้ว่า เขตข้อมูลที่ได้คะแนนความถูกต้อง 

ในภาพรวมร้อยละ 50 ขึ้นไป ทั้งสองการทดสอบ คือ เขตข้อมูล 020, 040, 336, 337, 338, 082 และ 100 ซึ่งเมื่อพิจารณา
ลักษณะของเขตข้อมูล พบว่า ส่วนใหญ่เป็นเขตข้อมูลที่มีค่าคงที่ เช่น 040 และ 336, 337, 338 ส่วนเขตข้อมูลที่มีค่าแปรผัน
ไปตามข้อมูลหนังสือแต่ละเล่ม ได้แก่ เขตข้อมูล 020, 082 และ 100 ซึ่งแม้จะเป็นเขตข้อมูลที่มีค่าผันเปลี่ยนแต่เป็นเขตข้อมูล
ที่มีรูปแบบการลงรายการที่ไม่ซับซ้อน สามารถสกัดข้อมูลออกจากรูปภาพได้ง่าย และมีรูปแบบการลงรายการที่ค่อนข้าง
ชัดเจน เช่น เขตข้อมูล 020 ซึ่งเป็นเลขมาตรฐานสากลประจ าหนังสือ (ISBN) ที่ลงรายการตามข้อมูลที่ปรากฏในหนังสือและ
เป็นเลขที่มีจ านวนหลักที่แน่นอน คือ 10 หรือ 13 หลัก หรือในเขตข้อมูล 082 และ 100 ก็มีรูปแบบการลงรายการไม่ซับซ้อน 
เช่น เขตข้อมูล  082 ซึ่ งเป็น เขตข้อมูลบันทึกเลขหมู่ ตามการจัดหมู่หนั งสือแบบทศนิยมดิ วอี้  (Dewey Decimal 
Classification) มีรูปแบบการลงรายการที่แน่นอน คือ บันทึกเลขหมู่ตามหมวดหมู่ของหนังสือลงในเขตข้อมูลย่อย a 
ส่วนเขตข้อมูล 100 ซึ่งเป็นช่ือผู้แต่ง ลงรายการโดยใช้ช่ือและนามสกุลของผู้แต่งหลักซึ่งมักเป็นช่ือที่ปรากฏเด่นชัดที่สุด  
ที่หน้าปกหรือหน้าปกในของหนังสือ ตามด้วยเขตข้อมูลย่อย e ระบุว่าเป็นผู้แต่ง 

ส่วนเขตข้อมูลที่ได้คะแนนความถูกต้องในภาพรวมน้อยที่สุดทั้งสองการทดสอบ คือ เขตข้อมูล 008, 
เลขผู้แต่ง, 650 และ 7XX ซึ่งเมื่อพิจารณาแล้วจะเห็นว่าเป็นเขตข้อมูลที่มีความซับซ้อนในการลงรายการ หรือเป็นการ  
ลงรายการที่ต้องใช้ค่าตามที่ปรากฏในคู่มือต่าง ๆ 

เขตข้อมูล 008 เป็นเขตข้อมูลที่สรุปลักษณะของระเบียนบรรณานุกรมระเบียนนั้นเพื่อใช้ประโยชน์ในการ
สืบค้น และมีการลงรายละเอียดในเชิงลึก เช่น ช่วงปีที่พิมพ์ มีภาพประกอบหรือเนื้อหาลักษณะพิเศษอย่างไร มีบรรณานุกรม
และดรรชนีหรือไม่ เป็นหนังสือท่ีระลึกในโอกาสพิเศษ หรือกลุ่มผู้อ่านคือช่วงอายุใด เป็นต้น จึงอาจเป็นเหตุผลที่ท าให้การสกัด
ข้อมูลเพื่อลงรายการในเขตข้อมูลนี้มีคะแนนความถูกต้องในภาพรวมในระดับที่ไม่สูงมาก 

เขตข้อมูลที่ได้คะแนนต ่าที่สุด (ร้อยละ 0) มี 2 เขตข้อมูล คือ เลขผู้แต่ง และ 650 
ข้อมูลเลขผู้แต่ง เป็นเขตข้อมูลที่แปรผันตามช่ือผู้แต่งทรัพยากรสารสนเทศ ซึ่งหากเป็นผู้แต่งชาวไทยหรือ

เขียนช่ือด้วยภาษาไทย ตารางเลขผู้แต่งท่ีส านักงานวิทยทรัพยากร จุฬาฯ ใช้คือ ตารางเลขผู้แต่งหนังสือภาษาไทยส าเรจ็รูปของ
หอสมุดแห่งชาติ ซึ่งแม้ผู้เขียนจะได้จัดเตรียมไฟล์ในรูปแบบ PDF ของตารางเลขผู้แต่งดังกล่าวไว้เป็นข้อมูลเพื่อให้ MyGPT 
ใช้งาน และก าหนดค าสั่งให้ MyGPT เลือกใช้เลขผู้แต่งจากไฟล์ดังกล่าวแล้ว แต่พบว่า เลขผู้แต่งที่ MyGPT ก าหนดไม่ตรงกับ
ตารางเลขผู้แต่ง สาเหตุอาจเกิดจากไฟล์ PDF ที่ผู้เขียนเตรียมไว้นั้นอยู่ในรูปแบบที่ MyGPT ไม่สามารถท าความเข้าใจได้ 
อาจต้องลองเปลี่ยนรูปแบบจากไฟล์ PDF เป็นไฟล์ลักษณะอื่นที่ MyGPT สามารถท าความเข้าใจได้ เช่น ไฟล์ในรูปแบบตาราง 
เป็นต้น 

เขตข้อมูล 650 หรือเขตข้อมูลส าหรับบันทึกข้อมูลหัวเรื่อง เป็นเขตข้อมูลที่ได้คะแนนต ่าอีกหนึ่งเขตข้อมูล
เป็นเพราะการก าหนดหัวเรื่องให้กับทรัพยากรสารสนเทศนั้นจ าเป็นต้องใช้หัวเรื่องหรือค าท่ีปรากฏอยู่ในคู่มือ หรือฐานข้อมูล 

หัวเรื่อง เช่น หัวเรื่องหอสมุดรัฐสภาอเมริกัน และหัวเรื่องภาษาไทยออนไลน์ โดยคณะท างานกลุ่มวิเคราะห์
ทรัพยากรสารสนเทศ ห้องสมุดสถาบันอุดมศึกษา ซึ่งแม้จะระบุในค าสั่งของ MyGPT ให้สืบค้นหัวเรื่องตามเว็บไซต์ที่เป็นแหล่ง
ของหัวเรื่องแล้ว แต่ก็ยังไม่สามารถก าหนดหัวเรื่องได้ตรงตามที่บรรณารักษ์ก าหนดได้หรือเป็นหัวเรื่องที่ใช้งานได้ 
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ตารางที่ 1 คะแนนด้านความถูกต้องและด้านโครงสร้างระเบียนบรรณานุกรมที่สร้างโดย MyGPT ด้วยวิธีการอัปโหลดรูปภาพ 
เขตข้อมูล MARC Leader 008 020 040 336, 337, 338 082 เลขผู้แต่ง 100 245 264 505 520 650 7XX ผลรวม 

คะแนน A* B** A* B** A* B** A* B** A* B** A* B** A* B** A* B** A* B** A* B** A* B** A* B** A* B** A* B** A* B** 

จ านวนคร้ัง 
ที่ถูกต้องระดับ 2 

0 1 0 1 9 10 5 8 8 10 5 5 0 1 5 8 4 3 4 3 2 3 0 0 0 0 1 2 43 55 

จ านวนคร้ัง 
ที่ถูกต้องระดับ 1 

6 7 3 0 1 0 5 2 0 0 4 1 0 0 2 0 2 1 2 1 0 0 6 9 2 0 1 0 34 21 

คะแนนรวม 
ด้านความถูกต้อง 

6 9 3 2 19 20 15 18 16 20 14 11 0 2 12 16 10 7 10 7 4 6 6 9 2 0 3 4 120 131 

(30) (45) (15) (10) (95) (100) (75) (90) (80) (100) (70) (55) (0) (10) (60) (80) (50) (35) (50) (35) (20) (30) (30) (45) (10) (0) (15) (20) (43) (47) 

คะแนน 
ด้านโครงสร้าง 

9 10 10 9 9 9 9 9 8 10 8 7 5 5 5 8 8 8 1 0 0 0 9 10 5 2 5 8 91 95 

(90) (100) (100) (90) (90) (90) (90) (90) (80) (100) (80) (70) (50) (50) (50) (80) (80) (80) (10) (0) (0) (0) (90) (100) (50) (20) (50) (80) (65) (68) 

คะแนนรวมทั้งหมด*** 15 19 13 11 28 29 24 27 24 30 22 18 5 7 17 24 18 15 11 7 4 6 15 19 7 2 8 12 211 226 

(50) (64) (44) (37) (94) (97) (80) (90) (80) (100) (74) (60) (17) (24) (57) (80) (60) (50) (37) (24) (14) (20) (50) (64) (24) (7) (27) (40) (51) (54) 

เปรียบเทียบ 
ร้อยละ 

A และ B 

เพ่ิมขึ้น 
14 

ลดลง 
7 

เพ่ิมขึ้น 
3 

เพ่ิมขึ้น 
10 

เพ่ิมขึ้น 
20 

ลดลง 
14 

เพ่ิมขึ้น 
7 

เพ่ิมขึ้น 
23 

ลดลง 
10 

ลดลง 
13 

เพ่ิมขึ้น 
6 

เพ่ิมขึ้น 
14 

ลดลง 
17 

เพ่ิมขึ้น 
13 

เพ่ิมขึ้น 
3 

ตารางที่ 2 เปรียบเทียบคะแนนด้านความถูกต้องและด้านโครงสร้างระเบียนบรรณานุกรมที่สร้างโดย MyGPT ด้วยวิธีการอัปโหลดรูปภาพกับการป้อนข้อมูลโดยตรง 
เขตข้อมูล MARC Leader 008 020 040 336, 337, 338 082 เลขผู้แต่ง 100 245 264 505 520 650 7XX ผลรวม 

คะแนน B** C# B** C# B** C# B** C# B** C# B** C# B** C# B** C# B** C# B** C# B** C# B** C# B** C# B** C# B** C# 

จ านวนคร้ัง 
ที่ถูกต้องระดับ 2 

1 0 1 2 10 10 8 10 10 10 5 3 1 0 8 8 3 10 3 0 3 10 0 10 0 1 2 9 55 83 

จ านวนคร้ัง 
ที่ถูกต้องระดับ 1 

7 10 0 0 0 0 2 0 0 0 1 6 0 0 0 2 1 0 1 0 0 0 9 0 0 4 0 1 21 23 

คะแนนรวม 
ด้านความถูกต้อง 

9 10 2 4 20 20 18 20 20 20 11 12 2 0 16 18 7 20 7 0 6 20 9 20 0 6 4 19 131 189 

คะแนน 
ด้านโครงสร้าง 

10 10 9 10 9 10 9 10 10 10 7 10 5 10 8 10 8 3 0 10 0 10 10 10 2 1 8 10 95 124 

คะแนนรวมทั้งหมด*** 19 20 11 14 29 30 27 30 30 30 18 22 7 10 24 28 15 23 7 10 6 30 19 30 2 7 12 29 226 313 

ร้อยละ 
64 67 37 47 97 100 90 100 100 100 60 74 24 34 80 94 50 77 24 34 20 100 64 100 7 24 40 97 54 75 

เปรียบเทียบ 
ร้อยละ 

A และ B 

เพ่ิมขึ้น 
3 

เพ่ิมขึ้น 
10 

เพ่ิมขึ้น 
3 

เพ่ิมขึ้น 
10 

เท่าเดิม 
- 

เพ่ิมขึ้น 
14 

เพ่ิมขึ้น 
10 

เพ่ิมขึ้น 
14 

เพ่ิมขึ้น 
27 

เพ่ิมขึ้น 
10 

เพ่ิมขึ้น 
80 

เพ่ิมขึ้น 
36 

เพ่ิมขึ้น 
17 

เพ่ิมขึ้น 
57 

เพ่ิมขึ้น 
21 

*A คือ สร้างระเบียนบรรณานุกรมทั้งหมดภายในการสนทนาเดียว 
**B คือ เปิดการสนทนาใหม่ทุกครั้งที่สร้างระเบียนบรรณานุกรมของหนังสือแต่ละชื่อเรื่อง (เลือกใช้เป็นตัวเปรียบเทียบในตารางที่ 2 เน่ืองจากได้คะแนนความถูกต้องและโครงสร้างสูงที่สุด) 
#C = ป้อนข้อมูลโดยตรง 
*** คะแนนเต็ม เท่ากับ 30 คะแนน ส่วนคะแนนเต็มของผลรวมทั้งหมด คือ 420 คะแนน 
ตัวเลขในวงเล็บ คือ ร้อยละ
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ผลการศึกษาส่วนนี้ สอดคล้องกับผลการศึกษาของ Noruzi (2023) and Chow et al. (2024) ที่พบว่า หัวเรื่องที่

ถูกกำหนดโดย ChatGPT มีความไม่แน่นอนและบางส่วนไม่ปรากฏอยู่ในหัวเรื่องหอสมุดรัฐสภาอเมริกัน นอกจากนี้  

การกำหนดหัวเรื่องยังเป็นลักษณะหัวเรื่องทั่วไป ไม่มีความลึกซึ้งหรือเฉพาะเจาะจงได้เท่ากับที่บรรณารักษ์เป็นผู้กำหนด 

สาเหตุอาจเกิดจากสามกรณี คือ 1) ลักษณะคำสั่งของ MyGPT ที่ผู้เขียนใช้งานไม่สามารถทำให้ MyGPT เข้าถึงแหล่งข้อมูล 

หัวเรื่องที่ เป็นเว็บไซต์ได้ อาจจะนำวิธีด้านการเขียนโปรแกรมหรือเรียกข้อมูลผ่านโปรโตคอลต่าง ๆ มาใช้ประกอบ  

2) ChatGPT ยังไม่มีความเข้าใจอย่างถ่องแท้เท่ามนุษย์ว่าหัวเรื่องแต่ละคำมีความหมายว่าอย่างไร และ 3) ข้อมูลในตัวแบบ

ภาษาขนาดใหญ่ที่ใช้สอน ChatGPT ยังมีข้อมูลที่เป็นระเบียนบรรณานุกรมของห้องสมุดโดยเฉพาะข้อมูลที่เป็นภาษาไทย 

ไม่มากเพียงพอที่จะทำให้ ChatGPT คาดเดาหรือระบุลักษณะของข้อมูลประเภทหัวเรื่องได้อย่างแม่นยำ 

เขตข้อมูล 7XX ใช้บันทึกข้อมูลผู้แต่งและผู้รับผิดชอบเนื้อหาด้านต่าง ๆ เพิ่มเติม พบข้อผิดพลาด เช่น  การสะกด 

ช่ือผิด การระบุช่ือผู้รับผิดชอบอื่น ๆ ที่ไม่ควรบันทึกในเขตข้อมูลนี้ เช่น สำนักพิมพ์ สาเหตุอาจเกิดจากลักษณะคำสั่ง  

ของ MyGPT ที่ผู้เขียนใช้ไม่ได้ระบุชัดเจนว่าควรนำช่ือและหน่วยงานผู้รบัผิดชอบด้านเนื้อหาเพิ่มเติมลักษณะใดบ้างมาบันทึกไว้

ในเขตข้อมูลนี้ 

คะแนนด้านโครงสร้างระเบียนบรรณานุกรม 

เมื่อพิจารณาคะแนนด้านโครงสร้างระเบียนบรรณานุกรมในภาพรวมจากตารางที่ 1 พบว่า เขตข้อมูล 

ส่วนใหญ่ได้รับคะแนนตั้งแต่ร้อยละ 50 เป็นต้นไป ดังนั้น ในส่วนนี้จึงขอเน้นเขตข้อมูลที่ได้รับคะแนนน้อยกว่าร้อยละ 50 

ซึ่งได้แก่ เขตข้อมูล 264, 505 และ 650 

พิจารณาจากเขตข้อมูลที่ได้คะแนนด้านโครงสร้างน้อยกว่าร้อยละ 50 มีลักษณะร่วมกัน คือ มีรายละเอียด

โครงสร้างที่ค่อนข้างซับซ้อน หรือมีการเปลี่ยนแปลงและแปรผันตามทรัพยากรสารสนเทศที่เปลี่ยนแปลงไป ตัวอย่างเช่น  

เขตข้อมูล 264 เขตข้อมูลย่อย b ซึ่งเป็นช่ือสำนักพิมพ์มีกฎเกณฑ์ในการบันทึกข้อมูล คือ ไม่บันทึกคำว่าสำนักพิมพ์ บริษัท 

หรือคำอื่น ๆ นำหน้าช่ือสำนักพิมพ์ ส่วนปีพิมพ์ควรระบุไว้ในเขตข้อมูลย่อย c ทุกครั้ง หากมีปีพิมพ์มากกว่าหนึ่งปี ส่วนเขต

ข้อมูล 505 ซึ่งเป็นข้อมูลสารบัญ มีการกำหนดตัวบ่งช้ีตำแหน่งที่ 1 เพื่อบ่งช้ีว่าข้อมูลสารบัญที่บันทึกไว้นั้นเป็นข้อมูลสารบัญ

ทั้งหมดหรือเป็นข้อมูลสารบัญเพียงบางส่วนจากท่ีปรากฏในทรัพยากรสารสนเทศ และสุดท้าย คือ เขตข้อมูล 650 ที่ใช้ในการ

บันทึกข้อมูลหัวเรื่อง มีการใช้ตัวบ่งช้ีตำแหน่งที่ 2 แตกต่างไปตามแหล่งหรือคู่มือที่ใช้กำหนดหัวเรื่อง ส่วนเขตข้อมูลย่อย 

ของหัวเรื่องย่อย (Subdivision) ก็มีการใช้งานท่ีหลากหลาย เช่น หากเป็นหัวเรื่องย่อยทั่วไป เขตข้อมูลย่อยที่ใช้ คือ เขตข้อมูล

ย่อย x ($x) หากเป็นหัวเรื่องย่อยที่เป็นช่ือทางภูมิศาสตร์ จะใช้เขตข้อมูลย่อย z ($z) หรือหัวเรื่องย่อยที่เป็นช่วงเวลา จะใช้ 

เขตข้อมูลย่อย y ($y) เป็นต้น 

ผู้เขียนได้จัดเตรียมข้อมูลลักษณะตัวอย่างโครงสร้างของเขตข้อมูลข้างต้นแก่ MyGPT ในชุดคำสั่งที่ใช้สร้าง

และให้ข้อมูลอ้างอิงการกำหนดหัวเรื่องจากเว็บไซต์ข้อมูลเช่ือมโยงของหอสมุดรัฐสภาอเมริกัน (https://id.loc.gov/) 

แต่ดูเหมือนว่าผลลัพธ์ที่ได้ยังไม่เป็นไปตามคำสั่งทุกครั้ง อาจเป็นเพราะการสอนให้ MyGPT สามารถบันทึกเขตข้อมูลที่มี

ลักษณะซับซ้อนต้องใช้วิธีการเตรียมตัวอย่างของแต่ละกรณีเป็นจำนวนมากในลักษณะของตัวแบบภาษาขนาดใหญ่เพื่อให้ 

MyGPT เรียนรู้และคาดเดารูปแบบของข้อมูลได้ ซึ่งผลการศึกษาในส่วนนี้สอดคล้องกับข้อสังเกตของ Taniguchi (2024) 

ที่พบว่า ChatGPT มีปัญหาด้านการสร้างระเบียนบรรณานุกรมที่มีความซับซ้อน ซึ่งการจัดเตรียมข้อมูลที่มีคุณภาพสูงเพื่อใช้

สอนปัญญาประดิษฐ์ให้สามารถจัดทำเมทาดาทาที่มีความถูกต้องจัดเป็นความท้าทายในการนำปัญญาประดิษฐ์มาใช้ในงาน
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วิเคราะห์ทรัพยากรสารสนเทศอีกด้วย เนื่องจากห้องสมุดต้องดำเนินการเตรียมข้อมูลโดยทำความสะอาดข้อมูล (Data 

Cleaning) ซึ่งใช้เวลาและทรัพยากรอื่น ๆ เป็นจำนวนมาก (Mahmud, 2024) 

เปรียบเทียบความแตกต่างของผลลัพธ์ที่ได้ระหว่างการทดสอบแบบ A และ B 

เมื่อพิจารณาข้อมูลจากตารางที่ 1 พบว่า การสร้างระเบียนโดยเริ่มการสนทนากับ MyGPT ใหม่ทุกครั้ง 

(การทดสอบแบบ B) ทำให้ผลของการสร้างระเบียนบรรณานุกรมมีคะแนนเพิ่มขึ้น  จำนวน 9 เขตข้อมูล จากทั้งหมด 14 

เขตข้อมูล (ร้อยละ 64.29) ได้แก่ Leader, 020, 040, 336, 337, 338, เลขผู้แต่ง, 100, 505, 520, และ 7XX เนื่องจาก 

การสร้างระเบียนบรรณานุกรมของหนังสือทุกเล่มภายในการสนทนาเดียวจะเกิดการปะปนกันของข้อมูล ทำให้ MyGPT 

นำข้อมูลจากหนังสือเล่มหนึ่งมาปะปนกับหนังสือเล่มอื่น ๆ ทำให้ความถูกต้องของการใช้การสนทนาเดียว (การทดสอบ  

แบบ A) น้อยกว่าแบบการเริ่มการสนทนาใหม่ทุกครั้ง (การทดสอบแบบ B) 

อย่างไรก็ตาม หากพิจารณาคะแนนความถูกต้องและคะแนนด้านโครงสร้างระเบียนบรรณานุกรม  

ในภาพรวมจะเห็นว่าไม่ว่าจะเป็นการทดสอบด้วยวิธีใด คะแนนในภาพรวมยังอยู่ในช่วงร้อยละ 51 ถึง 54 ซึ่งอาจแปลความ 

ได้ว่า มีความผิดพลาดเกิดขึ้นประมาณครึ่งหนึ่ง ดังนั้น อาจกล่าวได้ว่า MyGPT ที่สร้างขึ้นนี้ยังไม่สามารถนำมาใช้ในการสร้าง

ระเบียนบรรณานุกรมที่ถูกต้องได้ ซึ่งสอดคล้องกับการศึกษาของ Taniguchi (2024) ที่ทำการทดสอบและประเมินผล 

การสร้างระเบียนบรรณานุกรมในรูปแบบ MARC โดยใช้ ChatGPT และพบว่า มีข้อผิดพลาดเกิดขึ้นหลายจุด 

อย่างไรก็ตามอาจนำ MyGPT มาใช้ช่วยในการสกัดและบันทึกเขตข้อมูลบางเขตข้อมูลได้ เนื่องจากเมื่อ

พิจารณาคะแนนความถูกต้องแยกตามเขตข้อมูลโดยไม่ดูวิธีการทดสอบ และไม่รวมเขตข้อมูล 020, 040, 336, 337, 338 ซึ่งมี

คะแนนความถูกต้องสูงอยู่แล้ว จะเห็นว่ามีหลายเขตข้อมูลที่มีคะแนนความถูกต้องอยู่ในเกณฑ์สูงจึงมีศักยภาพในการพัฒนา  

ให้ MyGPT สามารถสกัดและบันทึกข้อมูลได้ถูกต้องมากขึ้น เช่น เขตข้อมูล Leader, 082, 100, 245 และ 520 ซึ่งมีคะแนน

ความถูกต้องตั้งแต่ร้อยละ 50 เป็นต้นไป 

เปรียบเทียบความแตกต่างของผลลัพธ์ที่ได้ระหว่างสกัดข้อมูลจากรูปภาพกับการป้อนข้อมูลโดยตรง 

ผลจากการสร้างระเบียนบรรณานุกรมด้วยวิธีการสกัดข้อมูลจากรูปภาพได้คะแนนรวมด้านความถูกต้อง

และด้านโครงสร้างเพียงร้อยละ 51 ถึง 54 ผู้เขียนจึงได้ดำเนินการทดสอบเพิ่มเติมโดยใช้วิธีการสร้างระเบียนบรรณานุกรม 

จากการป้อนข้อมูลเกี่ยวกับหนังสือเข้าสู่ MyGPT โดยตรง ตามที่ได้กล่าวถึงในวิธีการดำเนินการว่า หากระดับความถูกต้อง 

ของระเบียนบรรณานุกรมที่สร้างโดย MyGPT ในด้านความแม่นตรงและด้านความถูกต้องของโครงสร้างระเบียนบรรณานุกรม

ไม่เป็นที่น่าพึงพอใจ จะดำเนินการทดสอบด้วยวิธีดังกล่าวเพิ่มเติม ซึ่งผลการทดสอบเป็นไปตามตารางที่ 2 และ 3 โดยได้ 

ทำการทดสอบเพิ่มเติมนี้ระหว่างวันที่ 19-20 ธันวาคม 2567 เวอร์ชัน ChatGPT ที่ใช้คือ ChatGPT Team ซึ่งใช้ตัวแบบ 

GPT-4o 

จากข้อมูลในตารางที่ 2 พบว่า เมื่อเปรียบเทียบคะแนนจากการทดสอบการสร้างระเบียนบรรณานุกรม 

ด้วยวิธีการสกัดข้อมูลจากรูปภาพแบบเริ่มต้นการสนทนาใหม่ทุกครั้ง (การทดสอบแบบ B) ซึ่งมีคะแนนในภาพรวมสูงที่สุด 

ของวิธีการสกัดข้อมูลจากรูปภาพกับการป้อนข้อมูลหนังสือให้กับ MyGPT โดยตรง (การทดสอบแบบ C) คะแนนรวม 

ด้านความถูกต้องและด้านโครงสร้างเพิ่มขึ้นจาก ร้อยละ 54 เป็นร้อยละ 75 โดยทุกเขตข้อมูลมีคะแนนรวมเพิ่มขึ้น จึงอาจสรุป

เบื้องต้นได้ว่า ณ ปัจจุบัน การสร้างระเบียนบรรณานุกรมของหนังสือภาษาไทยด้วยวิธีการสกัดข้อมูลจากรูปภาพยังได้ผลไม่ดีนัก 

ทั้งนี้  อาจเนื่องจากความสามารถของ ChatGPT ในการทำความเข้าใจภาษาไทยที่อยู่ ในรูปภาพยังไม่ได้ถูกพัฒนา 

ให้เทียบเท่ากับการทำความเข้าใจภาษาอังกฤษ (OpenAI, 2024a) ทั้งนี้ อาจต้องทดสอบด้วยการพัฒนารูปแบบและวิธีการ
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เตรียมข้อมูลหรือนำเข้าข้อมูลเพื่อให้ได้ผลลัพธ์ท่ีดียิ่งขึ้น เช่น การปรับวิธีการเตรียมไฟล์รูปภาพ หรือไฟล์ดิจิทัลให้อยู่ในรูปแบบที ่

MyGPT สามารถอ่านได้โดยการฝังตัวอักษรหรือเมทาดาทาที่บ่งช้ีโครงสร้างของตัวอักษรในไฟล์ดิจิทัลว่าส่วนใดเป็นช่ือเรื่อง 

หัวข้อ เนื้อหา และมีวิธีการเรียงเนื้อหาหรือตัวอักษรอย่างไร และการใช้ไฟล์จากหนังสือทั้งเล่มแทนการใช้เฉพาะส่วนนำ  

ของหนังสือ 
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ตารางที่ 3 เปรียบเทียบคะแนนด้านความถูกต้องและด้านโครงสร้างระเบียนบรรณานุกรมที่สร้างโดย MyGPT ด้วยการทำซ้ำวิธีการป้อนข้อมูลเอง 
เขตข้อมูล MARC Leader 008 020 040 336, 337, 338 082 เลขผู้แต่ง 

คะแนนการทดสอบ C 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 

จ านวนคร้ัง 
ท่ีถูกต้องระดับ 2 

0 9 0 2 0 0 10 10 10 10 10 10 10 10 10 3 5 5 0 0 0 

จ านวนคร้ัง 
ท่ีถูกต้องระดับ 1 

10 1 10 0 0 0 0 0 0 0 0 0 0 0 0 6 5 5 0 0 0 

คะแนนรวม 
ด้านความถูกต้อง 

10 19 10 4 0 0 20 20 20 20 20 20 20 20 20 12 15 15 0 0 0 

คะแนน 
ด้านโครงสร้าง 

10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 9 10 

คะแนนรวมท้ังหมด*** 20 29 20 14 10 10 30 30 30 30 30 30 30 30 30 22 25 25 10 9 10 

ร้อยละ 67 97 67 47 34 34 100 100 100 100 100 100 100 100 100 74 84 84 34 30 34 

 
เขตข้อมูล MARC 100 245 264 505 520 650 7XX ผลรวม 

คะแนนการทดสอบ C 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 

จ านวนคร้ัง 
ท่ีถูกต้องระดับ 2 

8 7 8 10 10 10 0 0 0 10 10 10 10 10 10 1 0 1 9 8 0 83 89 74 

จ านวนคร้ัง 
ท่ีถูกต้องระดับ 1 

2 3 2 0 0 0 0 5 10 0 0 0 0 0 0 4 0 1 1 2 0 23 16 28 

คะแนนรวม 
ด้านความถูกต้อง 

18 17 18 20 20 20 0 5 10 20 20 20 20 20 20 6 0 3 19 18 0 189 194 176 

คะแนน 
ด้านโครงสร้าง 

10 10 10 3 3 4 10 5 0 10 10 10 10 10 10 1 0 9 10 10 10 124 117 123 

คะแนนรวมท้ังหมด*** 28 27 28 23 23 24 10 10 10 30 30 30 30 30 30 7 0 12 29 28 10 313 311 299 

ร้อยละ 94 90 94 77 77 80 34 34 34 100 100 100 100 100 100 24 0 40 97 94 34 75 75 72 

*** คะแนนเต็ม เท่ากับ 30 คะแนน ส่วนคะแนนเต็มของผลรวมทั้งหมด คือ 420 คะแนน 
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นอกจากนี้ เมื่อพิจารณาข้อมูลตามตารางที่ 3 ซึ่งเป็นการทำซ้ำวิธีการสร้างระเบียนบรรณานุกรมจากการป้อนข้อมูล
เกี่ยวกับหนังสือเข้าสู่ MyGPT โดยตรง พบว่า แม้จะใช้ข้อมูลชุดเดียวกัน และใช้ MyGPT เดียวกัน แต่ดำเนินการต่างเวลากัน 
ผลของระเบียนบรรณานุกรมที่ได้นั้นมีความไม่คงที่ โดยตัวอย่างที่เห็นได้ชัด คือ เขตข้อมูล 650 และ 7XX ที่มีร้อยละ 
ของคะแนนรวมไม่เท่ากันในการทดสอบทั้งสามครั้ง ซึ่งอาจเป็นเพราะลักษณะของ ChatGPT คือ เป็นปัญญาประดิษฐ์ 
แบบรู้สร้าง ซึ่งมีจุดเด่น คือ ความสามารถในการสร้างเนื้อหาใหม่ ๆ ผลลัพธ์จึงมีการเปลี่ยนแปลงไปได้ทุกครั้งที่มีการตอบกลับผู้ใช้งาน 

ความผิดพลาดของระเบียนบรรณานุกรมที่พบ 

จากข้อมูลในตารางที่ 4 และ 5 ซึ่งแสดงรายละเอียดข้อผิดพลาดที่พบจากระเบียนบรรณานุกรมที่สร้างโดย 

MyGPT ทั้งวิธีการสกัดข้อมูลจากรูปภาพและการป้อนข้อมูลหนังสือเข้าสู่ MyGPT โดยตรง สามารถจัดกลุ่มลักษณะของข้อมูล

ที่ผิดพลาดได้ตามตารางที่ 6 ซึ่งสรุปได้ว่า กลุ่มความผิดพลาดที่เกิดขึ้นมากที่สุด คือ ไม่เป็นไปตามมาตรฐาน MARC, RDA และ

การกำหนดเลขผู้แต่ง (วิธีอัปโหลดรูปภาพ (ร้อยละ 45.24), วิธีการป้อนข้อมูล (ร้อยละ 50.00)) นอกจากนี้ การใช้วิธีการ 

ป้อนข้อมูลหนังสือเข้าสู่ MyGPT โดยตรงยังทำให้จำนวนข้อผิดพลาดลดลงจาก 42 ข้อ เหลือ 14 ข้อ (ลดลงร้อยละ 66.67) 

ข้อผิดพลาดที่เกิดขึ้นซ้ำจากทั้งสองวิธีการ ตามตารางที่ 4 และ 5 ได้แก่ ข้อผิดพลาดในเขตข้อมูล Leader, 

008, เลขผู้แต่ง, 100, 245, 264, 650 และ 7XX ซึ่งโดยส่วนใหญ่เป็นเขตข้อมูลที่มีการแปรผันตามทรัพยากรสารสนเทศ 

ยกเว้น เขตข้อมูล Leader และ 008 ซึ่งลักษณะข้อมูลคงที่ มีจำนวนอักขระที่แน่นอน แต่การบันทึกข้อมูลให้แม่นตรงต้องดู

ลักษณะโดยรวมของทรัพยากรสารสนเทศ โดยเขตข้อมูลที่การทดสอบของผู้เขียนและการศึกษาของ Taniguchi (2024) 

มีความสอดคล้องกันว่ามีความถูกต้องในระดับต่ำ คือ เขตข้อมูล 100, 245, 264, และ 7XX  นอกจากนี้ ยังอาจเป็นเพราะ

คำสั่งที่ใช้ในการอธิบายรายละเอียดการสร้างระเบียนบรรณานุกรมที่ผู้เขียนใช้ในการสร้าง MyGPT ยังมีความไม่รัดกุม 

หรือมีรายละเอียดไม่เพียงพอ จึงทำให้เกิดข้อผิดพลาดซ้ำในเขตข้อมูลดังกล่าว ผู้เขียนจึงดำเนินการปรับปรุงคำสั่งและ

รายละเอียดดังกล่าวใน MyGPT เพื่อทดสอบว่าสามารถลดข้อผิดพลาดที่เกิดขึ้นได้หรือไม่ ซึ่งจะกล่าวในส่วนต่อไป 

การทดสอบการลดข้อผิดพลาดเบื้องต้นโดยการปรับปรุงชุดคำสั่งที่ใช้สร้าง MyGPT 

 ผู้เขียนได้ทดสอบการลดข้อผิดพลาดของการสร้างระเบียนบรรณานุกรมโดย MyGPT ดังนี ้

 1. ปรับปรุงคำสั่งที่ใช้อธิบาย MyGPT ในการสร้างระเบียนบรรณานุกรมให้มีความละเอียดเพิ่มมากขึ้น 

ในส่วนของ Leader, 008, เลขผู้แต่ง, 100, 245, 264, 650 และ 7XX เช่น กำหนดรูปแบบที่แน่นอนของ Leader การระบุ

ตำแหน่งเขตข้อมูลต่าง ๆ ที่ใช้ในการลงรายการในเขตข้อมูล 008 การกำหนดวิธีการบันทึกข้อมูลผู้แต่งและเลือกเลขผู้แต่ง 

ชาวไทยอย่างละเอียด รูปแบบและลำดับการบันทึกข้อมูลในเขตข้อมูล 245 และ 264 อย่างละเอียด และการเลือกใช้หัวเรื่อง

และเขตข้อมูลย่อยของเขตข้อมูล 650 เป็นต้น 

 2. ทดสอบการแปลงตารางเลขผู้แต่งเป็นรูปแบบไฟล์ที่ MyGPT น่าจะสามารถทำความเข้าใจได้ โดยนำ

ตารางเลขผู้แต่งบางส่วนมาปรับให้อยู่ในรูปแบบของตารางและบันทึกด้วยไฟล์ .xlsx 

 จากนั้นลองทดสอบการสร้างระเบียนบรรณานุกรมอีกครั้ง ด้วยวิธีการป้อนข้อมูลเข้าสู่ MyGPT โดยตรง 

พบว่า ยังพบข้อผิดพลาดจุดเดิม เช่น การบันทึกข้อมูลในเขตข้อมูล 008 ไม่สอดคล้องกับข้อมูลของหนังสือเล่มนั้น การเลือกใช้

เขตข้อมูลย่อยในเขตข้อมูล 650 ไม่ถูกต้อง หรือในบางครั้งเขตข้อมูลถูกตัดออกถึงแม้ว่าจะกำหนดไว้ในคำสั่งแล้วว่าเป็น 

เขตข้อมูลที่จำเป็นต้องปรากฏเมื่อสร้างระเบียนบรรณานุกรม อย่างไรก็ตาม การระบุคำสั่งโดยอธิบายอย่างละเอียด  

ช่วยลดข้อผิดพลาดได้ในหลายกรณี เช่น การบันทึกข้อมูลช่ือผู้แต่งในเขตข้อมูล 100 และ 7XX หากเป็นชาวต่างชาติจะบันทึก 
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ข้อมูลโดยกลับนามสกุลขึ้นมาก่อนช่ือ หรือการบันทึกข้อมูลสำนักพิมพ์ ในเขตข้อมูล 264 มีการตัดคำว่า สำนักพิมพ์ บริษัท และจำกัด ออกก่อนการบันทึกข้อมูล เป็นต้น 

ตารางที่ 4 ข้อผิดพลาดที่พบจากระเบียนบรรณานุกรมที่ MyGPT สร้างด้วยวิธีการอัปโหลดรูปภาพและความถี่ท่ีพบ* 

Leader 008 020 040 
336, 
337, 
338 

082 เลขผู้แต่ง 100 245 264 505 520 650 7XX 

ต าแหน่งที่ 9 ไม่บันทึกเป็น “a” เพื่อ
ระบุว่ามีการเข้ารหัสตัวอักษรแบบยู

นิโค้ด (Unicode) 
(13) 

บันทึกข้อมูลวันท่ีสร้างระเบียนไม่ถูกต้อง 
(12) 

มีการบันทึกข้อมูล 
“$qpaperback” ซึ่งเป็นข้อมูลท่ี
บันทึกเพิ่มข้ึนมานอกเหนือจาก

ข้อมูลในรูปภาพ 
(5) 

มีการบันทึกเขต
ข้อมูลย่อย a, b 

และ c 
ซึ่งเป็นข้อมูลท่ี

บันทึกเพิ่มข้ึนมา
นอกเหนือจากที่

ก าหนดไว ้
(6)  

ไม่มี
ข้อมูล
ปรากฏ 

(3) 

ไม่มี
ข้อมูล
ปรากฏ 

(5) 

ไม่มีข้อมูล
ปรากฏ 
(10) 

สะกดชื่อผู้แต่งผิด 
(4) 

สะกดชื่อผู้แต่งหรือชื่อ
ผู้รับผิดชอบอื่น 

ผิด 
(10) 

มีการเพิ่มปีพิมพ์ท่ีเป็นปี 
ค.ศ. ข้ึนมา และไม่ได้

บันทึกไว้ในเขตข้อมูลย่อย 
c 

(18) 

ตัวบ่งชี้ต าแหน่งที่ 1 
ไม่สอดคล้องกับข้อมูล

สารบัญท่ีบันทึกไว้ 
(10) 

แปลเป็น
ภาษา 
อังกฤษ 

(4) 

หัวเร่ือง 
ไม่ปรากฏ 
อยู่ในคู่มือ 

(15) 

มีการบันทึกข้อมูลลงในเขตข้อมูล 
700 หรือ 710 ท้ังที่หนังสือ 

รายการนั้นไม่มีข้อมูลผู้รับผิดชอบ
เพิ่มเติม 

(14) 

ต าแหน่งที่ 18 ไม่บันทึกเป็น “i” 
เพื่อระบุว่าระเบียนรายการนั้น ๆ ใช้
การลงรายการตามมาตรฐาน RDA 

(3) 

ปีท่ีพิมพ์บันทึกเป็นปี พ.ศ. แทนท่ี ค.ศ. 
(6) 

มีเคร่ืองหมาย “-” ค่ันระหว่าง
ตัวเลข 

(1) 

การบันทึกค่าในเขต
ข้อมูลย่อย e 

ใช้ตัวอักษรใหญ่
ท้ังหมด 

(1) 

  เลขผู้แต่ง
ไม่เป็นไป
ตามคู่มือ 

(7) 

ตัวบ่งชี้ต าแหน่งที่ 1 ไม่
สอดคล้องกับการเรียงล าดับ
ชื่อ-นามสกุลท่ีบันทึกในเขต

ข้อมูล 
(4) 

ไม่ปรากฏเขตข้อมูลย่อย b 
น าหน้าส่วนท่ีเป็นชื่อเร่ือง
ย่อยหรือชื่อเร่ืองเพิ่มเติม 

(2) 

ระบุสถานท่ีพิมพ์ผิดพลาด 
(5) 

ไม่มีข้อมูลปรากฏ 
(8) 

ไม่มีข้อมูล
ปรากฏ 

(1) 

ตัวบ่งชี้ต าแหน่งที่ 
2 ไม่เป็น “4” ใน
รายการท่ีใช้หัว
เร่ืองภาษาไทย 

(11) 

สะกดชื่อผู้รับผิดชอบเพิ่มเติมผิด 
(7) 

 ต าแหน่งที่ 39 ไม่บันทึกเป็น “d” เพื่อแสดง
ว่าแหล่งของท่ีมาของระเบียนไม่ใช่หอสมุด

แห่งชาติหรือความร่วมมือด้านการลงรายการ 
(6) 

    ตัวอักษร
แรกไม่

ได้มาจาก
ชื่อผู้แต่ง 

(3) 

ในเขตข้อมูลย่อย e ใช้ค าว่า 
“ผู้เขียน” และ “author” 

แทน “ผู้แต่ง” 
(3) 

ตัวบ่งชี้ต าแหน่งที่ 1 ไม่
สอดคล้องกับการมีผู้แต่ง
หลักในเขตข้อมูล 100 

(2) 

การสะกดชื่อส านักพิมพ์
ผิดพลาด 

(4) 

สกัดข้อมูลออกมาไม่
ถูกต้อง เช่น ชื่อบทผิด
หรือเกิน มีการสะกด

ค าผิด 
(5) 

 ใช้หัวเร่ืองย่อย 
ไม่ถูกต้อง 
ตามคู่มือ 

(5) 

ผู้รับผิดชอบเป็นชาวไทยแต่มีการ
บันทึกโดยน านามสกุลมาข้ึนต้นก่อน

แล้วตามด้วยชื่อ 
(4) 

 มีการบันทึกข้อมูลกลุ่มผู้ใช้งานทรัพยากร
สารสนเทศเป็น “g” ซึ่งเป็นข้อมูลท่ีบันทึก
เพิ่มข้ึนมานอกเหนือจากข้อมูลในรูปภาพ 

(4) 

     ก่อนเขตข้อมูลย่อย e ไม่
ปรากฏเคร่ืองหมาย “,” 

น าหน้า 
(3) 

 บันทึกชื่อส านักพิมพ์โดยมี
ค าน าหน้า เช่น ค าว่า 

บริษัท 
(3) 

แปลสารบัญเป็น
ภาษาอังกฤษ 

(1) 

  ตัวบ่งชี้ต าแหน่งที่ 1 ไม่สอดคล้อง
กับชื่อผู้รับผิดชอบท่ีเป็นชาวไทย 

(2) 

       มีการบันทึกเขตข้อมูล 100 
มากกว่า 1 คร้ังในระเบียน 

(2) 

 บันทึกปีท่ีพิมพ์ผิดพลาด 
(2) 

    

       แปลงชื่อผู้แต่งเป็น
ภาษาอังกฤษ 

(1) 

      

* ตัวเลขในวงเล็บ คือ ความถ่ีที่พบ 
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ตารางที่ 5 ข้อผิดพลาดที่พบจากระเบียนบรรณานุกรมที่ MyGPT สร้างด้วยวิธีการป้อนข้อมูลเองและความถี่ท่ีพบ* 

Leader 008 020 040 
336, 
337, 
338 

082 เลขผู้แต่ง 100 245 264 505 520 650 7XX 

ต าแหน่งที่ 9 ไม่บันทึกเป็น “a” เพื่อ
ระบุว่ามีการเข้ารหัสตัวอักษรแบบยู

นิโค้ด (Unicode) 
(11) 

การลงข้อมูลไม่สอดคล้องกับเขตข้อมูลอื่น 
เช่น เขตข้อมูล 264 หรือ 300 เขตข้อมูลย่อย 

b 
(27) 

- - - - เลขผู้แต่ง
ไม่เป็นไป
ตามคู่มือ 

(20) 

MyGPT ไม่รู้ว่าชื่อนั้นต้อง
กลับเอานามสกุลข้ึนก่อน

หรือไม่ 
(5) 

ไม่ใช้เคร่ืองหมาย = 
เพื่อแสดงชื่อเร่ือง

เทียบเคียงหรือชื่อเร่ือง 
ในภาษาอื่น 

(13) 

มีการเพิ่มปีพิมพ์ท่ีเป็นปี 
ค.ศ. ข้ึนมา และไม่ได้

บันทึกไว้ในเขตข้อมูลย่อย 
c 

(20) 

- - ไม่มีข้อมูลปรากฏ 
(10) 

มีการบันทึกข้อมูลลงในเขตข้อมูล 
700 หรือ 710 ท้ังที่หนังสือ 

รายการนั้นไม่มีข้อมูลผู้รับผิดชอบ
เพิ่มเติม 

(10) 

      ตัวอักษร
แรกไม่

ได้มาจาก
ชื่อผู้แต่ง 

(1) 

แปลงชื่อผู้แต่งเป็น
ภาษาอังกฤษ 

(4) 

ใช้เคร่ืองหมายค่ันระหว่างผู้
แต่งหรือผู้รับผิดชอบท่ีมี
มากกว่า 1 คน ผิดพลาด 

(1) 

บันทึกชื่อส านักพิมพ์โดยมี
ค าน าหน้า เช่น ค าว่า 

บริษัท 
(12) 

  หัวเร่ือง 
ไม่ปรากฏ 
อยู่ในคู่มือ 

(8) 

MyGPT ไม่รู้ว่าชื่อนั้นต้องกลับเอา
นามสกุลข้ึนก่อนหรือไม ่

(1) 

            ใช้หัวเร่ืองย่อย 
ไม่ถูกต้อง 
ตามคู่มือ 

(3) 

แปลงชื่อผู้รับผิดชอบเพิ่มเติม 
เป็นภาษาอังกฤษ 

(1) 

* ตัวเลขในวงเล็บ คือ ความถ่ีที่พบ 

ตารางที่ 6 การจัดกลุ่มความผิดพลาดที่พบจากระเบียนบรรณานุกรมที่ MyGPT สร้าง เปรียบเทียบจากวิธีท่ีใช้สร้างข้อมูล 

กลุ่มความผิดพลาด 
วิธีอัปโหลดรปูภาพ วิธีป้อนข้อมูลโดยตรง* 

จ านวนข้อผิดพลาด ร้อยละ จ านวนข้อผิดพลาด ร้อยละ 

ไม่เป็นไปตามมาตรฐาน MARC, RDA และการก าหนดเลขผู้แต่ง 19 45.24 7 50.00 
สกัดข้อมูลจากรูปภาพผิดพลาดหรอืสะกดชื่อหรือค าผิด 10 23.81 2 14.29 
เพิ่มเติมข้อมูลที่ไม่ปรากฏในรูปภาพหรอืข้อมูลที่ป้อนสู่ MyGPT 8 19.05 4 28.57 
ข้อมูลไม่ครบถ้วน 5 11.90 1 7.14 

รวม 42 100.00 14 100.00 
*เพื่อให้สามารถเปรียบเทียบค่ากับวิธีการอัปโหลดรูปภาพ ซึ่งมีการทดลอง 2 ครั้งได้ จึงคำนวณจากการสร้างระเบียนบรรณานุกรมโดยการป้อนข้อมูลให้ MyGPT โดยตรง 

ในครั้งที่ 2 และ 3 นอกจากนี้ยังเป็นครั้งที่มีข้อผิดพลาดเกิดข้ึนมากด้วย จึงเป็นข้อมูลที่เหมาะสมเพื่อนำมาเปรียบเทียบกัน 
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ในส่วนนี้ อาจสรุปเกี่ยวกับวิธีที่เหมาะสมในการสร้างระเบียนบรรณานุกรมด้วย MyGPT ได้ คือ 1) คำสั่งที่ใช้ 

MyGPT ของผู้เขียนอาจมีปริมาณคำสั่งที่มากหรืออาจยังมีโครงสร้างไม่เหมาะสม จึงทำให้การสร้างระเบียนบรรณานุกรม  

มีข้อผิดพลาด 2) แม้ว่าจะระบุคำสั่งและคำอธิบายอย่างชัดเจน แต่หลายครั้ง MyGPT ไม่ปฏิบัติตามคำสั่งและคำอธิบาย  

ซึ่งวิธีการแก้ไขข้อผิดพลาด คือ เมื่อ MyGPT สร้างระเบียนบรรณานุกรมแล้ว หากผู้ใช้งานเห็นว่ามีส่วนใดที่ขาดหายไป 

หรือมีส่วนที่ไม่ถูกต้อง ผู้ใช้งานต้องใช้ข้อความพร้อมรับแจ้ง MyGPT ให้ทราบถึงจุดที่ต้องแก้ไข ผลลัพธ์ที่ได้จะมีความถูกต้อง

สมบูรณ์มากขึ้น แม้ว่าในปัจจุบันการสร้างระเบียนบรรณานุกรมโดย MyGPT หรือ ChatGPT ยังมีความผิดพลาด 

และไม่สมบูรณ์แต่ในบางส่วนก็ทำได้ถูกต้อง จึงอาจกล่าวได้ว่าปัญญาประดิษฐ์สามารถใช้เป็นจุดเริ่มต้นหรือเป็นผู้ช่วยในการ

สร้างระเบียนบรรณานุกรมได้ แต่ยังจำเป็นต้องมีการตรวจทาน แก้ไข และพัฒนาผลลัพธ์โดยผู้ที่มีความรู้ทางด้านการจัดทำ  

เมทาดาทาตามมาตรฐานห้องสมุด ดังนั้น การทำงานร่วมกันระหว่างปัญญาประดิษฐ์กับมนุษย์จึงเป็นเรื่องที่สำคัญ ซึ่งจะทำให้

ผลลัพธ์ที่ ได้จากปัญญาประดิษฐ์มีความถูกต้องสมบูรณ์มากยิ่งขึ้น  ซึ่งสอดคล้องกับบทความของ York et al. (2024) 

ที่กล่าวว่า การตรวจทานผลจากผู้เช่ียวชาญด้านการลงรายการเป็นปัจจัยที่สำคัญมากในการพัฒนาผลลัพธ์ของการใช้งาน

ปัญญาประดิษฐ์ นอกจากนี้ยังพบว่า ผลการศึกษาของผู้เขียนไม่สอดคล้องกับการศึกษาของ Brzustowicz (2023) ที่ทดสอบ

การสร้างระเบียนบรรณานุกรมด้วย ChatGPT และพบว่า ระเบียนที่ได้มีความถูกต้องเป็นไปตามมาตรฐานการจัดทำ 

เมทาดาทา ทั้งนี้ อาจเนื่องจากการสร้างระเบียนในงานวิจัยฉบับดังกล่าวใช้ทรัพยากรสารสนเทศที่มีเนื้อหาเป็นภาษาอังกฤษ

เป็นหลักและส่วนใหญ่มีปีพิมพ์ค่อนข้างเก่า ซึ่งมีโอกาสที่ข้อมูลของทรัพยากรสารสนเทศเหล่านี้จะรวมถูกรวมอยู่ในตัวแบบ

ภาษาขนาดใหญ่ที่ใช้ในการสอน ChatGPT ทำให้การสร้างระเบียนมีความถูกต้องแม่นตรงมากกว่าหนังสือภาษาไทย และ  

3) การเลือกเลขผู้แต่งภาษาไทยของ MyGPT ยังไม่ถูกต้อง แม้ว่าจะจัดเตรียมตารางเลขผู้แต่งในรูปแบบไฟล์ที่ MyGPT 

สามารถเข้าถึงและทำความเข้าใจได้ โดยปัญหาที่พบ คือ MyGPT ไม่สามารถเรียงลำดับสระและวรรณยุกต์ภาษาไทย 

ได้ถูกต้อง จึงไม่สามารถเลือกเลขผู้แต่งท่ีถูกต้องมาใช้งานได้ 

บทสรุป (Conclusion) 
อาจสรุปข้อค้นพบจากการศึกษาครั้งนี้ได้ ดังนี้ 1) MyGPT ในการศึกษานี้ยังไม่สามารถจัดท าระเบียนบรรณานุกรม

หนังสือภาษาไทยได้ถูกต้องในระดับที่น าไปใช้งานได้ทันที โดยเฉพาะหากน าเข้าข้อมูลด้วยรูปภาพส่วนน าของหนังสือ อาจเป็น
เพราะตัวแบบของ ChatGPT สามารถสกัดและท าความเข้าใจข้อมูลที่เป็นภาษาอังกฤษได้ดีกว่าภาษาอื่น ๆ อย่างไรก็ตาม  
มีหลายส่วนที่ MyGPT สร้างข้อมูลที่มีความถูกต้องในระดับสูงได้ เช่น เขตข้อมูล Leader, 020, 040, 082, 100, 245, 336, 
337, 338 และ 520 จึงอาจน า MyGPT มาช่วยในการสกัดข้อมูลจากรูปภาพส่วนน าของหนังสือ หรือการป้อนข้อมูลหนังสือ 
ให้ MyGPT โดยตรงได้ จึงอาจกล่าวได้ว่า สามารถน า MyGPT มาใช้เป็นจุดเริ่มต้นของการจัดท าระเบียนบรรณานุกรมหรือใช้
เป็นผู้ช่วยในเบื้องต้นได้ 2) MyGPT มีศักยภาพในการพัฒนาต่อได้ ดังจะเห็นได้จากการเพิ่มขึ้นของคะแนนความถูกต้อง 
ของระเบียนบรรณานุกรมเมื่อมีการเปลี่ยนการน าเข้าข้อมูลด้วยรูปภาพเป็นการป้อนข้อมูลโดยตรง และการปรับปรุงชุดค าสั่ง 
ที่ใช้สร้าง MyGPT ให้รัดกุมและชัดเจนข้ึนเพื่อลดข้อผิดพลาด ดังนั้น หากปรับปรุงวิธีการเตรียมข้อมูล เช่น การเตรียมรูปภาพ
หรือไฟล์ดิจิทัลของหนังสือ หรือคู่มือและข้อมูลประกอบต่าง ๆ เช่น ข้อมูลเลขผู้แต่ง คู่มือการก าหนดหัวเรื่อ งและเลขหมู่ 
ให้อยู่ในลักษณะที่ MyGPT สามารถอ่าน เข้าถึง และท าความเข้าใจโครงสร้างของเนื้อหาของหนังสือและคู่มือต่าง ๆ ได้  
น่าจะช่วยให้ผลลัพธ์ในการสร้างระเบียนบรรณานุกรมของ MyGPT พัฒนาขึ้นได้อย่างต่อเนื่อง โดยในการพัฒนานี้ต้องอาศัย
การท างานร่วมกันระหว่างมนุษย์หรือผู้เช่ียวชาญด้านการลงรายการบรรณานุกรมกับปัญญาประดิษฐ์ (Human in the Loop) 
โดยผู้เช่ียวชาญจะเป็นผู้ควบคุมคุณภาพและแก้ไข รวมถึงสอนปัญญาประดิษฐ์เมื่อพบข้อผิดพลาดเพื่อให้เกิดการพัฒนา  
ของผลลัพธ์ 3) ด้านความถูกต้องและข้อผิดพลาดที่พบ พบว่า เขตข้อมูลที่มีค่าคงที่หรือมีรูปแบบการลงรายการไม่ซับซ้อน 
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มีแนวโน้มที่จะมีคะแนนความถูกต้องในระดับสูงกว่าเขตข้อมูลที่มีความผันแปรไปตามทรัพยากรสารเทศ 4) ผลลัพธ์จาก 
การสร้างระเบียนบรรณานุกรมด้วย MyGPT มีการผันเปลี่ยนไป หากด าเนินการในช่วงเวลาที่ต่างกัน แม้ว่าจะใช้ชุดข้อมูล 
และชุดค าสั่งเดียวกันก็ตาม 

ข้อจ ากัดของการศึกษานี้ คือ 1) การใช้หนังสือภาษาไทยเป็นตัวอย่างในการสร้างระเบียนบรรณานุกรมเพียง 
10 ช่ือเรื่อง เนื่องจากวิธีการที่ใช้สร้างระเบียนในช่วงแรกเป็นการอัปโหลดรูปภาพส่วนประกอบของหนังสือเข้าสู่ MyGPT ซึ่งมี
ข้อจ ากัดในการใช้งาน คือ สามารถอัปโหลดได้เพียงครั้งละ 10 รูป และเมื่อถึงขีดจ ากัดในการใช้งานต้องรอให้พ้นช่วงดังกล่าว
จึงจะอัปโหลดรูปต่อได้ โดยช่วงเวลาสูงสุดที่ต้องรอหลังถึงขีดจ ากัดใช้งานที่ผู้เขียนพบ คือ 4 ช่ัวโมง ในการสร้างระเบียน
บรรณานุกรมหนังสือ 10 เรื่อง จึงประสบปัญหาเรื่องระยะเวลาที่มีจ ากัด 2) ใช้เพียงหนังสือภาษาไทย เนื่องจากในการ
ปฏิบัติงานจริงนั้น หากเป็นหนังสือภาษาอังกฤษผู้ปฏิบัติงานจะสามารถค้นหาข้อมูลระเบียนบรรณานุกรมที่มีห้องสมุดอื่นจัดท า
ไว้แล้วได้ เช่น จากฐานข้อมูลหอสมุดรัฐสภาอเมริกัน และ WorldCat แต่หากเป็นหนังสือภาษาไทย การหาข้อมูลลักษณะ
ดังกล่าวกระท าได้ยากกว่า นอกจากนี้  เริ่มมีผลการทดสอบการสร้างระเบียนบรรณานุกรมหนังสือภาษาอังกฤษ  
ด้วยปัญญาประดิษฐ์ออกมาบ้างแล้ว เช่น งานวิจัยของ Brzustowicz (2023), Chow et al. (2024), Taniguchi (2024), and 
York et al. (2024) แต่การสร้างระเบียนบรรณานุกรมหนังสือภาษาอื่น ๆ ยังมีจ ากัด ผู้เขียนจึงเลือกใช้เฉพาะหนังสือ
ภาษาไทยเพื่อเป็นการเติมเต็มช่องว่างของวรรณกรรมที่เกี่ยวข้อง 3) เนื่องจากยังไม่มีแนวทางการปฏิบัติที่ดีที่สุดในการสร้าง 
MyGPT ค าสั่งที่ใช้ในการศึกษานี้เกิดจากประสบการณ์การลองผิดลองถูกของผู้เขียน ซึ่งอาจไม่ใช่วิธีการที่ดีที่สุด การศึกษานี้ 
จึงเน้นการบอกเล่าประสบการณ์ที่พบและความคิดเห็นของผู้เขียนในการทดลองสร้าง MyGPT ส าหรับใช้ในการสร้างระเบียน
บรรณานุกรม 

ข้อแนะน าส าหรับการศึกษาเพิ่มเติมต่อไป คือ 1) ทดลองปรับเปลี่ยนไฟล์รูปภาพ หรือไฟล์ดิจิทัลของหนังสือ 
ที่จะน าเข้าสู่ ChatGPT ให้มีลักษณะที่ ChatGPT เข้าถึงและท าความเข้าใจได้ เช่น การฝังตัวอักษร หรือมีเมทาดาทา 
บอกลักษณะโครงสร้างเนื้อหาที่อยู่ในไฟล์ดิจิทัล จากนั้น ทดสอบความสามารถในการสร้างรายการบรรณานุกรม 2) ทดลอง
การสร้าง MyGPT ด้วยชุดค าสั่งรูปแบบอื่น ๆ 3) ทดลองการสร้างระเบียนบรรณานุกรมโดยใช้ปัญญาประดิษฐ์อื่น ๆ 
นอกเหนือจาก ChatGPT หรือใช้ตัวแบบของ ChatGPT อื่น ๆ นอกเหนือจาก GPT-4o 

ข้อมูลเพ่ิมเติม (Availability of Shared Supplementary Data) 
ผู้ที่สนใจน าค าสั่งที่ใช้สร้าง MyGPT ในบทความนี้ไปทดลองสร้าง MyGPT หรือน าไปพัฒนาต่อ รวมถึงต้องการ 

ศึกษาเพิ่มเติมในส่วนของตัวอย่างผลลัพธ์ที่ได้จากการสร้างระเบียนบรรณานุกรมจากการศึกษานี้ สามารถศึกษาได้จาก 
ชุดข้อมูลที่ผู้เขียนได้น าฝากไว้ในคลังเก็บข้อมูลวิจัย Harvard Dataverse ช่ือ Replication data for: The instructions and 
files used for creating MyGPT for cataloging works in an AI pilot program of the Office of Academic 
Resources, Chulalongkorn University โดย Paphatsurichote (2024) ดังปรากฏในรายการอ้างอิงท้ายบทความ 
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